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**Abstract:**

Science is suffering from a reproducibility crisis. Within computational biology, one study has shown that biosimulation models and their results are non-reproducible in about half of these publications. At the same time, the promise of multi-scale models that can be reused and integrated in a plug-n-play manner is great. <say more here?> In this manuscript we list and discuss 12 challenges to biosimulation model reproducibility and model integration. We argue that without addressing these challenges, scientists will have diminished ability to build, disseminate and implement high-impact multi-scale modeling that is needed to understand the health crises we face.
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1. **Introduction - The Promise of Modeling**

The recent COVID-19 pandemic has highlighted the importance of simulation modeling, allowing researchers to make predictions and the spread and control of the coronavirus. These models build from a century of work in population-level epidemiological modeling. Unfortunately, much less is known about how viral infections spread throughout the body, including its immune response and the response of different organ systems. Moreover, very little is known about the connection between infection at the individual scale and infection at the population scale.

To carry out this sort of modeling, one needs multi-scale model integration. Within a single host, there have been some successes combining models from molecular, cellular, and whole-body scales [4,5,6]. There are fewer models, however, that successfully combine within-host models with population-level models.

Multi-scale models are intrinsically more complex, and usually are modular, whereby the model is divided into units that interact with each other. Modularity has many advantages <citation?>, but it depends both upon the validity of each individual module, as well as the ability to connect modules, so that they interoperate appropriately. The promise of multiscale, modular modeling is that researchers can build from each other, using prior published models and building blocks for new, more accurate or more impactful models. For this vision to be achieved, (1) models must be reproducible, so that researchers are assured the module will perform as expected, (2) models must be credible, so that researchers are confident that reusing a module will be useful and appropriate, (3) models must be reusable, meaning not only can they reproduce published results, but also that they can be modified to fit new contexts, and (4) researchers must be able to integrate models with other models. Figure 1 shows these four steps schematically, including how each step depends on its predecessors.

<Fig 1 here, with “reusability” replacing “utility”>



Figure 1: Path towards model integration

<Prior work paragraph, including the Tiwari/Sheriff paper on reproducibility, and the reviews of multi-scale modeling (Garira citations). Perhaps other papers on Reproducibility?>

In this manuscript, we provide a broad perspective on model integration, encompassing a variety of distinct modeling communities. It is notable that we all recognize the goal of model integration, and can identify a common set of challenges that must be overcome to achieve the promise of multi-scale, reproducible modeling. In the next section, we detail the problems facing current modelers, especially with respect to reproducibility and credibility. Next, we present and discuss a list of 12 challenges that must be met to improve our ability to build effective, accurate and high-impact multi-scale models. We conclude with some unifying themes, and a call to encourage all modelers to improve reproducibility and reusability of their work.

1. **The Reproducibility Crisis**

<Include discussion of reproducibility and credibility, then move on to model integration. Content can be taken from the old reproducibility section, as well as the draft sections on the two subgroups (without mentioning the groups per se)>

<old text:> Computational biomedical modelling involves mathematical representation of biological processes to study complex system behavior and was expected to be less affected by the reproducibility crisis. However, models often fail to reproduce and the reasons for the failure and prevalence were not fully understood. In a recent study [21], the BioModels group analyzed 455 chemical kinetic models published in 152 peer-reviewed journals, a collective work of about 1400 scientists from 49 countries. Most of these models were manually encoded from scratch to assess their reproducibility. Their investigation revealed that 49% of the models could not be reproduced using the information provided in the manuscripts. With further effort, an additional 12% could be reproduced either by empirical correction or support from authors. The other 37% remained non-reproducible due to missing parameter values, missing initial concentration, or inconsistent model structure. Models from many life science journals failed to reproduce, revealing a common problem in the peer-review process.

It is important to acknowledge that the situation is worse for other types of modeling. For other sorts of modeling, it would be hard to even conduct such a reproducibility study because models are not systematically catalogued let alone shared in a common format. Compared to the software industry that has well-established methods of exchanging information and repositories, such as github, computational biological modeling has a long way to go.

1. **A Dozen Challenges**

Given that our goals are not only reproducibility, but also reuse and adaptation and integration into new contexts and models, what are the barriers to achieving these goals? In Table 1, we list 12 challenges; in the subsections below, we discuss each of these, including potential solutions or directions toward possible solutions.

<Do we need more introductory text?>

|  |  |
| --- | --- |
| **Challenge** | **Potential Solutions** |
| Evaluating model credibility & validity  | Better modeling practices, documentation, tests. |
| Models are written in different languages | Common specifications such as SBML or CellML, and proper documentation and annotation |
|  |  |
| Lack of common platforms for executing models | Platforms such as BioSimulators & runBioSimulations. Use of specifications such as SED-ML |
| Modeling adaptation and integration | Tools for composing models such as SBML-Comp, SemGen |
| Units standardization | Standardization efforts, machine learning solutions such as ClinicalUnitMapping.com  |
| Data and measurement definitions | Models that merge human interpretation, and newer measurement devices |
| Missing annotations in models | Adoption of policies such as those from the COMBINE community |
|  |  |
| Models are not consistently licensed to allow for reuse | Abandoning old school open-source licenses and promoting licenses that release to public domain  |
|  |  |
|  |  |

<Should we consider a more careful ordering of these 12 challenges? If we can come up with some good themes, then that might help… >

* 1. Credibility and validity of models

<adapt old credibility text here>

* 1. The variety of modeling languages

<adapt old text here>

* 1. Models are hard to locate

<adapt old text here>

* 1. Common platforms to execute models

<adapt old text here>

* 1. Common environments to adapt and integrate models

<adapt old text here>

* 1. Units standardization

<adapt old text here>

* 1. Data and measurement standards

<adapt old text here>

* 1. A lack of annotations in models

<adapt old text here>

* 1. Barriers to model implementations and applications

<adapt old text here>

* 1. Licensing barriers

<adapt old text here>

* 1. The variety of modeling paradigms and scales

<adapt old text here>

* 1. Challenges for stochastic modeling

<adapt old text here>

**3.1 Credibility and Validity of Models**

A model should be designed and tested with a specific purpose in mind. Otherwise it cannot be tested by others that can assess its credibility. A model without a purpose is a mere academic exercise suitable for the classroom. A model built for a specific purpose must be repeatable and it is highly recommended it would be reproducible.

When considering reproducibility, it is important to understand the larger context. Even if a model is repeatable in the same environment and even if it can be reproduced by others, it also has to be viewed as credible for use. A model that is not repeatable, cannot be reproduced and is seen as non credible by others who cannot understand the internals if expert modelers cannot reproduce it. For example, a physician will not use a medical device that is not consistent in its functionality since the physician is afraid to harm a patient. Therefore, the proof of model repeatability and reproducibility lies with the modeler that needs to prove the value of the model. However, the modeler cannot assess the credibility of the model - it is in the eyes of the potential customers.

A modeler should consider the model purpose from the start of development and consider: for what, by who, what is the level of knowledge and skill of the user, and in what environment. If only the "for what" is specified, this implies the model can be used by anyone on any system, which broadens the scope and reduces the chance of reproducibility and hence reduces credibility by the potential user.

In most cases, users expect a system based on a model to be accredited somehow before use. This accreditation role many times falls on government agencies such as FDA, or NASA. Those agencies have different approaches towards credibility of models. There are clear examples of what federal agencies require for model use.

NASA takes modeling seriously. After the space shuttle Challenger disaster NASA rewrote a standard [22] and wrote guidelines [23]. An interesting component in the NASA approach was a risk adjusted approach that considered both the probability and consequences of a modeled systems failure, in which the level of risk raises or lowers the bar for the data needed to accredit a model. This approach helps with cost.

FDA has released documents [24,25]. FDA considered the NASA standards when creating [24]. FDA understood the potential value of models and modeled data to make developments of medical devices in an efficient manner. If a model indeed can make shortcuts and prevent issues related with long and costly clinical trials there may be benefit. Early in the collaboration with the device industry about use of model data in trial processes, FDA suggested having a “library of “reusable”, “regulatory grade” models. FDA passed on the idea but is revisiting the library idea given models that meet the information guide for first accreditation. The idea is that the FDA understood the model and it proved useful, so they can accredit it much faster (cheaper) for reuse on a very similar application. Time will tell if this approach works.

However, FDA and Pharmaceuticals are making progress in their drug development pilot program [26]. Whatever they come up with to make creditable use of bio-science models towards design and towards in-silico contributions to trials. When they formalize their decisions, developers will want to use model data from relevant MSM tools to reduce trial cost. This opens opportunities. However, If academic models don’t meet the FDA requirements to determine credibility of model data, they will not be useful. Industry is very focused on the regulations and will out-compete academics. Therefore, it is important that academic practices improve with regards to repeatability, reproducibility, and reuse. This will create the path towards credibility and reuse.

Despite the importance of developing a model with a purpose in mind, it is important to note that the past paradigm used towards model acceptance / credibility may change in the future. For example there could be multiple motivations for developing a model, motivations could change over time, and someone else could find a new use for a model that was intended for another purpose. So some contributors to this manuscript have a less strict opinion regarding models being developed with a purpose in mind.

An example of a less strict approach to model credibility are new ensemble techniques, such as in [27, 28], allow judging a model by its performance in a group of models. This is similar to building teams in sports, where each individual contributes to a team and the value contributed to the team. Ensemble models allow assigning influence to single models and judging their performance by validation in different scenarios. Thus assigning a score to the model and its assumptions compared to others is possible. So the idea of credibility score may evolve through time and government agencies should consider this newer approach towards credibility.

However, even if reproducibility and credibility are amenable there are many issues that prevent reuse of models.

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

**Evaluating Model Credibility**

Models include assumptions that need to be specified. Users need to know under what conditions the model is appropriate? This is a question asked by any modeler.

More provenance information is needed for reuse and composition. Another investigator who wants to expand a model may need to know what the assumptions or design decisions were so they know how to appropriately modify or expand a model. A regulatory body might want to be able to trace a model back to the data sources which informed it. Someone who wants to re-train a model for a different cell type or tissue might want to trace the data back to know what aspects of the training data need to be replaced. Examples of information suggested to include are:

* The design decision that motivated a model: what is the model designed to predict?
* What data sources contributed to a model? Ideally, this would be links to data repositories.
* What assumptions were used to interpret this data.
* What methods/tools/users calibrated the model
* Does the model fulfil its intended purpose? [29].

Reports of these tests which describe what was simulated and the experimental or other data that was used to evaluate the test. Unlike software test reports which focus on failures, these reports must also focus on passes because they help establish the domain under which the model has been established to make trustworthy predictions. For example, this establishes the domain under which their clinical use would be supported.

* Model limitations: It can be difficult to quickly determine which populations or scenarios a model can be reasonably applied to. This information can usually be teased out by carefully considering the data that has been used for fitting or validation, as well as digging through the discussion or conclusion. However, some doubt often remains because of the natural tendency to promote one's work, and the, perhaps unrealistic, expectation that publishable work be as widely applicable as possible. If it were standard practice in model reporting to recommend specific model applications, this could provide clarity for those implementing or extending the model.
* Model credibility can be enhanced by validation tests against independent data, uncertainty assessments, and peer reviews [30,31].

Some suggestions emphasize the need for a structured approach with:

- Unit-test style tests [32,33, 34]

- Continuous evaluation of such tests similar to continuous integration of software [35,36, 37]

**Model Validation Barriers**

Barriers preventing validation reduce credibility and therefore have a negative impact on model credibility which prevents reuse. Here are some difficulties:

Model validation at different scales: Models at different scales from molecular to population scale are usually validated at different standard and testing samples. Cross-scale validation is very difficult since there are multiple factors involved that influence the outcome of different scales.

Model validation for practical prediction: Real world prediction from the developed model is challenging because of the complexity of the pathogen spreading process. The real spreading process always has a lot of random social and physiological variables that are hard to be included in any model. With more advanced models and availability of more data, the practical prediction will get more accurate.

**Models are Written in Different Languages**

When modelers do use a consistent, declarative language to describe their models, these models can then be stored and searched in readily-available repositories. The BioModels collection is a good example of such a repository for Systems Biology Markup Language (SBML) [38] models. As another example, the Physiome Model Repository (PMR) is a collection of CellML models. Although these repositories are a good step forward toward finding and reusing published models, by themselves, they are insufficient.

First, there are often significant differences between modeling languages -- e.g., the CellML language and SBML are almost opposite in their approach to capturing the information in a model. Second, even within one modeling language it can be difficult for an outside user to understand the biological and mathematical content of a model written by someone else. As with software engineering, the key to enabling understandability and reuse of models is to provide unambiguous documentation about the intended semantics of the model.

One major problem we face for many kinds of model, which SBML and SBGN [39] and projects like Biotapestry address partially for biological networks, is that we lack tools and formalism for consistently building, annotating, representing, displaying and manipulating conceptual models of complex biological phenomena with a spatial component. We lack standards for all of the key elements that need to be represented: the objects, the processes (behaviors and interactions) they participate in, the initial and boundary conditions and the dynamics and events that govern their evolution.

In many cases we also lack the scientific understanding of how to convert these conceptual models into mathematical models because we lack the “constitutive relations” which are the equivalent of the standard rate laws for chemical reactions. In this case we don’t have an agreed upon way to parametrize the submodels and to define their inputs and outputs.

Another big missing piece is a language to describe the possible experimental manipulations or perturbations of a biological system. We have concentrated on building mathematical and computational descriptions of the biology, but not on the things we can do to them. Without such a description, classical techniques like perturbation and sensitivity analysis are much less useful. If we want to achieve a desired outcome by manipulating a given biological system, we need to know the constraints in our ability to manipulate that system. Knowing that we could achieve what we want by increasing the value of k\_xx by 25% is not actionable unless we can increase k\_xx. The lack of orthogonality in biology (any perturbation of a biological system affects many aspects simultaneously, is what makes mathematical models so valuable for understanding (we have clean control parameters). But it also reduces their utility in designing experiments or clinical interventions. We need models which combine the model of the biological system with a model of the space of possible experiments. The sensitivity of this combined system is what tells us what is achievable in the lab or clinic.

Understanding the biological content of a model is critical to both reuse and reproducibility. If the model itself is incomprehensible, how can one know what its expected behavior and performance should be under different conditions? Semantic annotation is not necessary for simple repeatability, but if our goals include reproducibility and reusability, then we must make explicit and clear the biology and physics that underlie the model.

One simple integration example [40] involving two popular languages python and matlab demonstrates the problem of transition between languages. There is no real translation between languages. No general compiler exists between multiple languages and human efforts are required. Fortunately there are standardization efforts among languages.

The standardization problem is not new and was considered by modelers a long time ago, resulting in the Systems Biology Markup Language (SBML) [38] that is a very helpful format that can help transport models between systems. SBML has a track record of success and allows transporting models between hundreds of systems. However, despite its popularity it is not an official standard and the community decided not to go in that direction [41]. Note that there are many similar community standardization efforts aggregated in the biosimulation modeling community known as COMBINE (Computational Modeling in Biology Network) [42]. COMBINE includes SBML as well as many other specifications, yet those communities are still in the process of standardization and need to organize legally [41]. Nevertheless, the lack of legal governance does not stop communities from developing even more tools for result handling and analysis like PETab [43], SED-ML [44], SESSL [45], KiSAO [46], SBRML [47], HDF5 [48], Vega [49, 50], ggplot2 [51], and others. Those tools show actual needs by the community, on the other hand these are much less mature and much less adopted. Their capabilities need to be expanded, they need to be adopted, software tools need to support them, and there needs to be infrastructure to share them such as a repository. Another piece is that the software tools needed for the above are scattered, plus it is often unclear what subset of the above they support, and tools often become inaccessible because they're built by academic groups. Tools need to be submitted to registries and the capabilities need to be annotated.

There is a need to coordinate the various standardization efforts that are needed for the different scales and biology that need to be involved in multi-scale models. The need for multiple standards may be recognized, yet the need to coordinate them to be able to compose multiscale models has received less attention.

**Models are Hard to Locate**

Many times model location is a difficult task since models are published in different sources. Despite many repositories availablethere are many ways models are published including: journal papers, conferences, preprint services such as BioArxiv, web sites, and code repositories such as GitHub. In some good cases, there are model archive/linking web sites such as: BioModels [52], SimTK [53], IMAGWiki [54], and in the future modeleXchange [55]. However, currently there is no one aggregator that helps locate all models and many times community members cannot agree on location and attempt to create more repositories rather than centralize efforts.

Moreover, simulation workflows are even harder to find. For example, BioModels primarily focuses on models. There has been much less focus on publishing the construction/calibration of models, simulations, their results, analyses of their results, or entire workflows for the above. Sharing all of this needs embracing other repositories and developing some new ones.

**Lack of Common Platforms for Executing Models and Simulations**

Even if models can be located, their simulation is a different issue. Due to the existence of many partially supported standardization efforts in this field, it is often difficult to know what tool needs to be used with which model; to find that tool, download it, install it, and learn it; and to use it, especially for large simulations. These issues keep modelers in silos.

Especially, if the goal is for non-modelers to be able to interact with models (e.g., to analyze data, to contribute data toward a modeling project, or to apply a model for medicine), it needs to be much easier to find and use these tools. Two initiatives that are trying to address this are BioSimulators [56] and runBioSimulations [57].

**Modeling Requires Adaptation Towards Integration**

Many times the models as published need some level of manipulation to plug into another model. For example in [58] the survival function needs adaptation to transform it as can be seen from the public discussion in [59]. Note that all those models need to be scaled to the same units and scales. Another example is in [60] where infectiousness is proportional to max infectiousness while the models in [61] are density models. In the model in [58] the time scale was originally 8 hours and it needed to change to daily probability to merge into another model in [62], which required scaling of the probability function. Those examples are relatively simple integrations and in more complex integrations the adaptation effort is more significant and many more obstacles exist.

One obstacle is lack of standards for describing composite models and software tools for merging models. One specification is SBML-comp, but it i's cumbersome and few tools support it. Another tool is SemGen [63], but it focuses on finding mappings between similar models. To the point here, SBML-comp is designed to compose models that weren't intended to be composed. Instead, composition needs to be deeply ingrained into the entire community so that models are anticipating the needs of composition from the beginning.

Note that adaptation towards standardization also requires matching terminology, and especially matching of units of measure, as well as proper documentation which we will address in the next topics.

**Unit Standardization**

Unfortunately units of measure are not yet standardized an open problem despite many attempts to resolve it by multiple standardization bodies such as IEEE, CDCIC. NIST. One indication of the severity of the problem is that a Github search for "unit conversion" shows over a thousand results. Another good example of the severity of the problem is ClincialTrials.Gov that aggregates quantitative data from around the world and this database shows over 24K different units of measure [64]. One attempt at solving this standardization issue using machine learning is ClinicalUnitMapping.com, yet this project requires more effort.

**Data and Measurement Definitions**

When attempting to merge models, the phenomenon modeled by the model or the data it is based on may not be the same. This is especially true when model definitions evolve or can be denied in many ways. Examples include International Classification of Disease (ICD) codes [65] that went through multiple versions through the years, or even a disease definition that has evolved for sepsis [66]. Even outcomes of clinical trials change if counted using different definitions as seen in [67]. Those definitions can hinder connecting different models together. Possible solutions are machine learning techniques that can transfer interpretation or modeling techniques that merge human interpretation from multiple experts into the modeling process [68].

Another issue specific to models dealing with viruses may seem like the lack of unit standardization for measurement of virus. However, it is a measurement definition issue. Infectious virus concentrations are measured using TCID50/ml (50% tissue culture infectious dose) or in pfu/ml (plaque forming units), both of which depend on specific experimental conditions such as temperature, humidity, and measurement time. Studies have shown that even a lab using identical experimental conditions cannot reproduce the same measured experimental values of virus leading to differences in estimated parameters for models [69]. There is also an underlying assumption for both units of measurement that an observed plaque was initiated by a single infectious virion, which has never been clearly proven to be true. More recently, non-infectious virus particle concentrations are being measured using PCR. In this technique, the number of segments of a particular piece of RNA are measured. While this unit is more tangible and consistent than the infectious viral titer units, viral kinetics models often consider only infectious virions. Although non-infectious viruses are starting to be incorporated into models, the relationship between infectious and non-infectious virions changes over the course of an infection [70], making it difficult to use these measurements to get at the underlying infectious virus dynamics. New measurement techniques and strategies for more direct measurement of infectious virions are being developed [71].

**Missing Annotations in Models**

In biosimulation models, documentation about the intended semantics of the model is captured by annotations -- additional information that describes the model, and the biological entities included in that model. Further, these annotations can leverage the rich resources of bio-ontologies -- consistent nomenclatures and terminologies that describe the biological world in great detail.

COMBINE has recognized these challenges for understandability and reuse of models and is working hard to disseminate best practices around semantic annotation. COMBINE consensus around annotation is described in [72]. In this paper, we describe some key tenants for improved semantic annotation: First, these annotations should be written using a standard format, and one that is independent of modeling languages. Thus, COMBINE recommends RDF as a simple triple-based representation to connect model elements to annotations and knowledge resources (e.g. ontologies). Next, COMBINE recommends that annotations should be stored externally from the source code of the model. Obviously, the annotations should be linked to elements within the model source code, but in order to be language independent, they should be stored separately. Finally, COMBINE recommends that modelers and model building communities provide policies and rationale for choosing which knowledge resources to use for which types of annotations. Otherwise, the same biological entity may look different if different modelers annotate the entity against different bioontologies.

And note that annotations can be useful for multiple tasks such as:

- Annotation of semantic meaning

- Annotation of provenance

- Annotation of verification

However, despite the intention, there is a lack of use of annotations as discussed below:

Lack of sufficient annotation about the components of models: This is particular because modelers choose not to provide annotation and because tools for describing the semantic meaning of components are just starting to emerge. For example, for biochemical models there's HELM and BpForms. The lack of such annotation makes it hard to determine the points of overlap between models.

Lack of annotation about data sources and assumptions: Lack of annotation makes it hard to determine whether models are compatible or what needs to be done to make them compatible. For example, do two models represent the same cell type, tissue, or gender?

Hopefully policies will be adopted to resolve this issue.

**Models are Not Consistently Licensed in an Easy Way that Allows Reuse**

Different institutions have different approaches towards licensing as can be seen from this discussion [73]. Therefore, model creators may not be aware of the implications of licensing many times, even if they publish their models. Moreover, some licenses are incompatible with each other or other forms of Intellectual Property (IP) such as patents [74] . Even open source licenses are quite restricted since they are based on copyright laws which give the owner rights to restrict usage [75]. In this sense open source licenses resemble patents and in some cases are more restrictive since patents become public domain quicker. Moreover, community members take different sides with regards to licensing issues as can be seen in this discussion [76]. Specifically, one license that will make reuse much easier is Creative Commons Zero (CC0) [77]. This license uses the term “No rights reserved” and makes it easier for models and text to be reused with less restrictions. In fact model repositories such as BioModels require releasing the models uploaded there under CC0 [55]. However, CC0 license has not been adopted by some [78].

To eliminate the licensing problem, modeling communities will have to abandon old school open source licenses that are based on copyright and create conflicts and recommend releasing models to the public domain using licenses such as CC0.

**Different Scales and Modeling Paradigms**

Models are operating on different spatial scales (population or individual) with different modelling paradigms (continuous vs discrete):

 A tissue could be modelled as a continuum leading to Partial Differential Equations (PDE)s or as a collection of individual interacting cells leading to an agent based model. Specification of these two models would probably require different languages.

The fact that models capture different scales or that they don't consistently capture any single scale creates challenges for composition. One opinion is that the challenge is that the scale of a model is not clearly annotated. To compose models, this forces the composing investigator to try to figure out the scales of each model and how to mesh them. Typically this is combined with lack of annotation of units. When developing a standard for specifying models developers will probably need standards specific for each modelling approach. One possibility is that a family of specification standards may be created. The need for different formats for different domains and scales will probably create the need for a central place where, especially non-modelers, can find information about these various future standards and which tools support them. Ideally, there would also be a central place where these tools can be obtained and executed so that, even non-modelers can easily explore models without having to figure out what software is needed, install it, etc.

However, it is still unclear what common practices might facilitate composition across scales and how the various component standards should be architected to facilitate integration.

**Model Application and Implementation Barriers**

Models are difficult to be used by a community or government: Scientific, regulation, and social communities have different sets of models and different understanding and standards in models. It is hard to convince and establish a common popular model widely acceptable by a wide range of communities and even adopted by the government. The long term validation and approval process may delay the cycle from model application to implementation.

Models are difficult to implement to make a real impact: many of the existing models that are used by decision makers are used because those were implementable. More sophisticated models are many times not used due to a need for proper tools or proper expertise. Therefore, many good ideas remain unused due to implementation difficulties.

The solution to this problem is long term and requires education of developers, users, and the public.

**Stochastic Modelling Difficulties**

Biological systems are exceptionally complex, involving a multitude of interactions among a large number of components at different spatial and temporal scales. Over the years, much work has been performed wherein deterministic ordinary differential equation models have been developed to understand viral dynamics at the cellular level as well as disease dynamics at the population level [79]. Although these works have provided much insight, it is known that the mean-field dynamics of these deterministic models do not always capture important phenomena [80]. For example, disease population models typically have a stable endemic state for reproduction numbers greater than one, and therefore, it is not possible for the disease to go extinct in the models. This is in direct contrast to the local extinctions of disease that occur all the time in the real world [81,82,83,84,85,86,87,88].

As an alternative, one can employ stochastic modelling approaches which allow one to make quantitative, statistical predictions, while simultaneously providing qualitative descriptions of system dynamics. Moreover, another major advantage in considering stochastic models lies in their ability to capture specific dynamics observed in nature. Deterministic models are based on mean behavior and do not account for the random interactions of cells or individuals, nor do they account for the changes in growth/death rates or interaction rates related to random events. While the ability to generate stochastic simulations that provide quantitative statistics for the emergence of new dynamics is increasing with advances in computational power, there remains a need for new methods to analyze the underlying stochastic models [80].

Recent years have seen an increase in the use of stochastic systems to model a wide variety of biological phenomena, including subcellular processes and tissue dynamics [89], large-scale population dynamics [90], and genetic switching [91]. One often sees rare transition events in these systems that are induced by noise which may be internal or external to the system. These noise-induced rare events may be associated with a desirable outcome, such as the extinction of an infectious disease outbreak [81,83] or eradication of a pest [92], or an undesirable outcome, such as the sudden clustering of cancerous cells [93], or the outbreak of an infectious disease [87].

In these stochastic systems, noise can affect the system in a variety of ways. Assessing the full impact of noise is rarely possible, and therefore analysis and computations often concentrate on the most important noise-induced events, which include spontaneous switching between coexisting stable states or escape/extinction from a stable state. One important feature of interest when studying noise-induced transitions is the optimal transition pathway of escape from a metastable state either to another metastable state or to a stable (absorbing) state. The optimal path is the path that is most likely to occur among all possible paths, recognizing that this path may not be unique. Knowledge of the optimal path enables the computation of the mean switching time between states or the mean time to exit/extinction [80].

Beyond understanding extinction of a viral infection within the host or the population level extinction of a disease outbreak, it is important to consider stochastic effects to understand the onset of infection. For example, work on HIV transmission has suggested that most sexually transmitted infections are started by a single virus or infected cell. This observation coupled with the fact that successful HIV transmission only occurs in 1 per 100 to 1 per 1000 coital acts suggests that early events in infection are stochastic [94]. In a similar manner, to understand the vulnerability of a population to a zoonotic spillover event, one should consider a stochastic epidemic model. The latter, of course, is crucially important to understanding how a virus leaves an infected individual to the external environment, and then onto causing an infection in a susceptible individual.

Despite the importance of stochastic models, they present difficulties that include:

* How one validates a stochastic simulation
* How to ensure stochastic simulation repeatability - this problem increases when software libraries that support modern GPU computation hardware that is supposed to accelerate simulation, cannot guarantee deterministic compassion [95]

Potential solutions include development of tools that guarantee repeatability such as MIST [96] and developing standards to address stochastic simulations.

1. **Overarching themes and conclusions**

< One idea for unifying themes is that some of the 12 challenges are ones that are open scientific problems – we do not know how to build good model integration environments (#3), we do not know how to integrate models across paradigms (#11), and we do not know how to solve many of the stochastic modeling challenges (#12).

In contrast, other challenges seem more cultural, and community based. E.g., in most cases we do know how to resolve and integrate issues of units (#6); the problem is that individual modelers are sloppy/inconsistent about how units are indicated. Likewise, we mostly know how to annotate models (#8); the challenge is getting modelers to do it, or building good tools to semi-automatically do it.

Certainly this isn’t a perfect dichotomy; some challenges will have aspects of both. But it might be one way to partition or organize the 12 challenges.

Other ideas? >

**Conclusions**

This white paper discussed the reproducibility crisis in biological computational models. Many issues and difficulties and barriers have been presented. Nevertheless, some efforts towards solutions already are in progress and have been mentioned. The list of issues should not discourage modelers from developing models. Instead, modelers should view this list as a reference of issues to be solved in the future and issues to avoid. The first step in solving the problem is admitting it exists. With this paper the multiscale viral pandemic working group recognizes the challenges and admits the current state of modeling needs fixing. Hopefully fixing those issues starting with reproducibility will increase model credibility and will facilitate towards reuse and later integration of models. The long-term goal of this group is improving models to achieve better human and machine comprehension of biological processes.
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